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1 EXECUTIVE SUMMARY 

The primary objective of IN2CCAM demonstrations is to showcase the advanced capabilities 

of automated vehicles that communicate and cooperate with each other and with the 

infrastructure. Those demonstrations will provide insights into the integration of CCAVs in 

urban environments, highlighting their potential to enhance road safety, optimize traffic flow, 

and reduce environmental impact through seamless integration and real-time data 

exchange. 

 

The demonstration involves a fleet of automated vehicles operating within a designated 

urban area. The setup includes the installation of necessary infrastructure, such as 

communication systems, sensors, and control centers, to support CCAV operations. The 

setup also includes in-lab simulations where specific characteristics of the demonstrations 

can be tested and extrapolated to more complex scenarios.  

 

In this context, D4.1 reports about the verification activities, service integration and 

demonstration setup that has been executed in each of the four Lead Living Labs. The 

objective of this preparatory work is to verify the developments and tune the services to 

make them ready for demonstrations. 

In Tampere LL, five different vehicles were tested and integrated with up to three CCAM 

services including GLOSA, AV detected event and tram intersection warning. The Tampere 

section reports the setup and fine tuning of services in the vehicles. Multiple test locations 

that were used for demonstration are also described. 

In Trikala LL, two vehicles were included in the demonstration phase. Three services 

including GLOSA, VRU detection and journey planner were tested, integrated and prepared 

for demonstration. The Trikala section describes the automated retrofitted vehicles, the 

service integration process, and the test location. 

In Turin LL, one vehicle was experimented. The re-routing service and parking UVAR 

publication service were integrated in the autonomous shuttle. The Turin section describes 

the test cases, the integration process and demonstration location. 

In Vigo LL, two vehicles were tested and three services including data interchange, traffic 

light priority and GLOSA are described. The Vigo section shows the integration and testing 

process. It describes the demonstration setup, the vehicles and the test area. 

 

Additionally, this deliverable also reports about the setup and validation of the simulated 

environments that model the existing infrastructure in each of the two additional Follower 

Living labs. 

In Bari section, the setup of the route planner is described along with multiple scenarios. 

In Quadrilátero section, the ticketing system setup is described as well as the Urban platform 

for mobility data.   
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3 DEMONSTRATIONS SETUP IN TAMPERE LEAD-

LL 

The demonstration setup in the Tampere Living Lab (LL) section details the preparatory 

activities carried out for the forthcoming Cooperative, Connected, and Automated Mobility 

(CCAM) service demonstrations in Work Package 4 (WP4). This section provides general 

information about the demonstrations in the Tampere LL, including aspects such as the 

demonstration location, CCAM vehicles used, service integration strategies, the setup process 

for the demonstrations, and the dry-run tests that were conducted. 

 

3.1 General information 

3.1.1 Location 

Most of the testing and demonstrations were conducted in the residential area of the 

Hervanta suburb in southern Tampere. The main testing and demonstration area is 

Hervanta Centre, where the AV shuttles operated on a circular 3.5 km route from January to 

December 2023. The route ran on open roads with pre-defined bus stops for picking up and 

dropping off passengers. It included two right turns, two roundabouts, and two traffic lights 

for the tram. There was no need for self-lane changing, and there was mostly light traffic. 

However, the area experiences quite demanding winter conditions, with very low 

temperatures, snow, ice, etc. The Hervanta Centre route was also used in the SHOW 

project. 

This test area was used to collect data and real-world experiences from AV driving on a 

scheduled public transport line (number 302) and included a crossing with a tram line. The 

AV shuttles transported passengers to the tram line, as illustrated in the following figure. 

Figure 1: Hervanta centre AV shuttle and tram route and stops 
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The second area was at the end of the tram line 3 in Hervantajärvi where the AV shuttle 

drove on 1.2 km route from January to June 2023 and from May to September 2024, also as 

a part of SHOW project. This area was mainly used to test and demonstrate the AV detected 

event service and collect data and real-world experiences from AV driving on a scheduled 

public transport line (number 301) and fed passengers to the tram line, illustrated in the 

following figure. 

 

The GLOSA testing areas are in Hakametsä, Rusko and Hervanta, as illustrated in the 

following figures. These intersections were selected because traffic signal timing information 

was available from the relatively new traffic light controller equipment. Although there is a 

significant amount of traffic in both Hakametsä and Hervanta locations, it remains 

Figure 3: GLOSA test AV driving route (marked with green line) and intersection with traffic lights in 
Hakametsä 

Figure 2: Hervantajärvi AV shuttle route, tram and shuttle stops 
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manageable and safe for the automated driving mode. In Rusko VTT mobile traffic light is 

used in calm traffic environment. 

 

Figure 4: GLOSA test AV driving route (marked with green line) and intersection with traffic lights in 
Hervanta 

 

Figure 5: GLOSA test AV driving route (marked with green arrow) in Rusko 

Map provided by the National Land Survey of Finland interface service 
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3.1.2 CCAV fleet characteristics 

The CCAV fleet used in Tampere LL comprised two vehicles from VTT and three from 

Remoted Ltd, totalling five automated vehicles.  

 

VTT vehicles 
VTT provided two Automated Vehicles (AV) for the IN2CCAM project: an electric AuveTech 

ISEAUTO shuttle bus and an electric VW e-Golf, as shown in figure below on the left. Both 

vehicles were fully instrumented with environment perception sensors (cameras, LiDARs, 

radars), sensor fusion and computing, 3D object detection and tracking. The automated 

driving software is adaptable for various tests (e.g., AD GLOSA) and allows for manual and 

automated driving modes. Automated driving was possible on all Finnish roads and city 

streets in traffic, supporting short, predefined low-speed routes. 

 

 

Remoted Ltd. vehicles 
Remoted Ltd. operated three Automated shuttle busses in Hervanta Tampere: two electric 

AuveTech ISEAUTO shuttles (Level 4), one new Mica shuttle and one electric Easymile 

EZ10 gen3 shuttle. The operation of these vehicles was setup and funded by the SHOW 

project but these were also in collaboration available for the IN2CCAM project. Easymile and 

AuveTech were responsible for the maintenance and technology of their respective vehicles, 

while Remoted Ltd. focused on translating customer needs into service plans and operating 

the vehicles on site. 

 

The Auvetech ISEAUTO shuttle is primarily aimed at enhancing last-mile transportation. The 

maximum capacity for a bus is 6 people and the speed is limited electronically up to 25 

km/h. Environment perception sensors include 4 external cameras and 3 Lidar sensors. 

Figure 6: AuveTech ISEAUTO shuttle bus Figure 7: Automated VW e-Golf 
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AuveTech vehicles are accompanied by a safety operator who monitors driving quality and 

can manually intervene if necessary. 

 

 
Easymile EZ10 can carry up to 12 people. The shuttle is designed for operation in mixed 

traffic environments and offers mobility in city centres or on campuses. It features a built-in 

automated electric ramp for disabled access. A safety driver is present in the autonomous 

shuttle to guide passengers and to take control in case of emergencies or malfunctions. 

 

 

Figure 9: Easymile shuttle bus on Hervantajärvi route 

Figure 8: AuveTech shuttle bus on Hervanta centre route 
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3.2 Service integration 

Service integration with the Tampere public transport information system was carried out for 

the Public Transport Vehicle Crossing for AV and AV detected event scenarios. GLOSA test 

with AV scenario did not require any integration to the public transport management as the 

GLOSA application runs on the VTT vehicle and controls the Automated Driving (AD).  

 

AV shuttles (from Remoted Ltd.) running in Hervanta on scheduled bus lines 301 and 302 

were integrated into the Tampere public transport information system (called Nysse) already 

in mid-April 2023. Nysse information system allows passengers to receive real-time 

information on bus and tram line schedules, vehicle locations, exceptions, and fault 

situations. The real-time data for public transport was shared as open data and interfaces 

through the City of Tampere open data service portal. The Nysse journey planner provided 

comprehensive information on Nysse's travel options and schedules, accessible both on a 

mobile app or on a browser. The service utilized real-time information based on the location 

of both the passenger and transport vehicles. This integration enabled the collection of the 

location data from AV shuttles from the same API where the location data of the trams was 

also collected for the KPI calculations.  

 

In the Tampere region, public transport services, scheduling and route planning are the 

responsibility of the public transport service Nysse. Nysse Valvomo (bus traffic control 

center) is the core of Nysse traffic disruption management. The mission of Nysse Valvomo is 

to detect and manage traffic exceptional situations in real-time. For tram traffic, a separate 

tram traffic control center (ROK) resolves tram-related exceptional situation. ROK and Nysse 

Valvomo collaborate closely so that detected deviations affecting different modes of 

transportation are immediately known to both parties and together they can resolve any 

deviations affecting different modes of transportation.    

 

The traffic signal priorities, real-time passenger information and operational monitoring and 

management tools for public transport in Tampere are provided by Mattersoft Ltd. Both 

Nysse Valvomo and ROK for trams utilise the same public transport information system. In 

the public transport information system, the main tool for bus drivers is the driver terminal, 

through which the driver can see information related to the route they are driving, among 

other things. The driver terminal is used for communication between the bus drivers and the 

Nysse Valvomo. For example, information about disturbances is communicated to the 

drivers, and a driver can share information with Nysse Valvomo via the driver terminal. 

Currently the system supports only predefined messages in textual format from the driver 

terminal. However, the real-time public transport vehicle locations are available in Valvomo. 

Therefore, the operator in Valvomo can easily identify from which vehicle and where a 

message for example about disturbances comes from and act accordingly. Currently the 

driver terminal device and the information system are a closed system without external data 
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AV detected event consists of two different applications, slippery road detection and on-the 

route parked vehicle. Demonstration of AV detected event will be conducted partly in parallel 

with GLOSA tests in Hakametsä and additionally also in Hervanta area in wintertime when 

there are some slippery roads to be detected. The demonstration of the detection of parked 

vehicles will be mostly done in the testing area in Hervantajärvi (see Figure 2), where parked 

vehicles on the AV shuttle route has been causing some issues. 

 

The demonstrations will be conducted with VTT automated vehicles. The safety, privacy, 

ethical and legal aspects of the demonstration with VTT automated vehicles are exactly the 

same as for scenario 1, described in chapter 3.3.1. 

 

 

3.4 Short dry-run tests 

3.4.1 Demonstrated scenario n°1: GLOSA test with AV 

The testing of the GLOSA test with AV was conducted initially in two phases in April and 

May 2024. In the first phase, the signal phase change prediction from the traffic light 

controller (TLC) was tested. Traffic light statuses are received as SPaT messages over 

MQTT protocol from Nodeon MQTT broker. Traffic light statuses are presented on the map 

in the intersection locations where also additional information from the SPaT message such 

as predicted change times can be inspected. Data validity has been ensured by inspecting 

that the received and displayed data corresponds to the actual states of the physical traffic 

lights present in the intersections. 

 

The traffic light predictions from an intersection (TRE507) in Hakametsä were analysed for A 

and B movements (see Figure 11). Analysis was done with data recorded on a usual 

weekday between 9:00 and 15:00 and it was also compared with data from a different day to 

ensure that the results stayed consistent. In the following figures, x-axis is time until actual 

change, where the change happens at x = 0. In green to red change, the actual change time 

is the moment when the light changes from red-yellow to green. In red to green change, the 

actual change time is the moment when the light changes from yellow to red. Predictions are 

grouped into groups within one second based on the arrival time of the message in relation 

to the actual change time. Colours represent error magnitude ranges of the prediction, and 

each bar is coloured by the percentage of each error group from the total number of 

received messages. On the top part of the figures, positive errors are presented i.e., the 

predicted change time is after the actual change time and on the bottom part of the figures 

negative errors are presented i.e., the predicted change time is before the actual change 

time. 
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Figure 11: Intersection and signal groups A and B used for GLOSA testing in Hakametsä, Tampere 

 

 

 

Figure 12: Signal group A prediction errors, green to red change 
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Figure 13: Signal group A prediction errors, red to green change 

 

 

Figure 14: Signal group B prediction errors, green to red change 
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enables close to real world testing and tuning of the software parameters without travelling 

to the target area. Figure 16 illustrates the GLOSA test in the VTT simulator.  

 

Figure 16: GLOSA for AV testing in VTT automated driving simulator 

The final real-world testing was done in the target intersection in Hakametsä Tampere, 
which is shown in Figure 3. The GLOSA application HMI is only used for testing and 
engineering purposes. The test was done in early morning when there was very little other 
traffic in order to drive according to GLOSA speed advice. Both simulation test and the final 
test in the real traffic environment were successful.  
 

  

Figure 17: GLOSA for AV test in Hakametsä intersection with screenshot of the GLOSA application 
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Opiskelijankatu and Hervantakeskus bus stops successfully. This indicated that the service 

was ready for user tests in September 2023. 

 

3.4.3 Demonstrated scenario n°3: AV detected event 

The short dry-run test for the AV detected event was conducted at the VTT automated 

vehicle garages in Hervanta. This test aimed to verify the end-to-end functionality of a 

scenario that included the automated detection of a slippery road by a VTT automated 

vehicle, the transmission of the warning from the AV to the VTT Remote Operation Centre 

(ROC), and the display of the event on the ROC operator map user interface, as illustrated 

in Figure 19. Furthermore, if the ROC operator confirms the reported slippery road event, a 

warning message is sent (broadcasted) to all vehicles in the vicinity, including the second 

VTT automated vehicle. 

Figure 19: Slippery road warning message opened in ROC map 

 

Similarly, the detection of a parked vehicle on the route was tested. The system of the 

vehicle detects if a stationary vehicle in front of the ego vehicle has its braking lights on, then 
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it is considered to be only temporarily stopped, due to traffic situation. If braking lights are 

not lit and not detected the vehicle is considered to be parked and detection is sent to the 

ROC operator to be confirmed. The system was tested in the yard of the VTT automated 

vehicle garages in Hervanta. The Figure 20 illustrates the detection system output when 

braking lights are detected or not. The braking light detection worked very well in the dry-run 

tests when the weather was cloudy. However, in later testing it was noticed that there were 

some limitations in the detection of the braking lights in bright sunny weather, when braking 

lights are not clearly visible even to a human eye. Some tuning of the parameters will be 

done before demonstrations of the service will start in the autumn. As in case of slippery 

road detections, similar event was shown on the ROC HMI when a parked vehicle was 

detected on the AV route. 

 

 

Figure 20: Braking lights detection test (left braking light ON and right no braking lights) 
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On a high level, the route can be distinguished in two parts according to the road and traffic 

characteristics. The first part of the route, which is closer to the city centre, traverses central 

and busy roads. In this demonstration, the automated vehicles operate in mixed traffic, without 

using a segregated lane. Therefore, testing and operating autonomously in such an 

environment has been a challenging, yet informative process. On the contrary, the second 

part of the route, traverses through rural and quiet roads on the outskirts of the city. 

Consequently, this part of the route was primarily used during the initial testing and 

development periods. 

4.1.2 CCAV fleet characteristics 

The CCAV fleet used in Trikala comprises of two retrofitted electric Peugeot e-Traveller CAV 

minivans (SAE Level 4). Each vehicle has a capacity of 6 passengers. By law, autonomous 

operation is permitted only with a safety driver on board. Both vehicles are equipped with 

perception sensors (e.g. cameras, LiDARs), computing systems, V2X units (i.e. OBUs), and 

object detection and tracking capabilities, among others. 

 

 

Figure 22: Retrofitted minivans in Trikala (1/3) 
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Figure 23: Retrofitted minivans in Trikala (2/3) 

 

Figure 24: Retrofitted minivans in Trikala (3/3) 

 

4.2 Service integration 

As discussed in the beginning of this section, the autonomous service tested and 

demonstrated has been designed to serve key locations of the city, such as the thematic park 

and the university, on a route which is currently underserved by the local public transport 

system. The primary aim is to improve the accessibility of user groups, such as students and 

the elderly, to promote the use of public transport, and to discourage the use of private cars. 

The service complements rather than substitutes for the public transport system, enhancing 

overall mobility options. The seamless integration is achieved by the following: 
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operates in strict adherence to privacy standards, ensuring the safety of the personal data 

stored from the users of the application. 

 

4.4 Short dry-run tests 

4.4.1 Demonstrated scenario n°1: Implementing traffic-based green 
wave via the Trikala Traffic Management System  

The TMC in Trikala is equipped with a software package designed for the management of 

traffic light controllers. By utilising this, it is possible to monitor the operation of the connected 

traffic lights and deploy pre-set traffic light programs, among others. In addition, the data 

collected from the traffic cameras are stored in a local database and analysed to understand 

the accuracy and the consistency of the counts.  

 

 

Figure 25: Example screenshot from the traffic count monitoring and analysis in the Trikala TMC 

 

Moreover, a backed process in the TMC compares the near-time level of traffic, compares it 

against the typical flow at that time and day, and deploys a suitable traffic signalling program. 

This is achieved with the development of Application Programming Interfaces (APIs). 

 

The automated process has been tested to ensure that there are no issues with the APIs or 

the rest of the automated process. Traffic counts are collected continuously without errors and 

the process runs every few minutes. In case of technical or electrical failure at the TMC, the 

traffic lights will continue to use the latest deployed program. In addition, the deployed 

programs are selected from a set of pre-defined ones, hence it is not possible to deploy a 

program which would lead to extreme signal phases. 
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Figure 26: Screenshot from the traffic light controller software, showing the interface used to configure  
signal timings 

4.4.2 Demonstrated scenario n°2: GLOSA test with AV 

The testing of the GLOSA application initiated with ensuring that the received and displayed 

data correspond to the actual states of the physical traffic lights. In this case, the signal timings 

at the traffic lights are fixed. Therefore, it is not required to predict the next signal timings as it 

would in the case of dynamic traffic lights. The web application that displays the recommended 

speeds has been tested remotely, as the location of the AVs is instantly available to the 

backend system. It has been confirmed that speeds are continuously calculated and provided 

and that there are no significant gaps or delays. 

 

 

Figure 27: Screenshot of the web application that displays the GLOSA-recommended speeds 

 

One finding is that the low speeds at which the AVs are currently allowed to operate (30 kph) 

reduce the efficiency of this technology, as the maximum speed is commonly recommended 

when the minivans cross the signalised intersection where GLOSA is deployed. Nonetheless, 

the anticipated increase in allowed speeds in the coming years, coupled with the potential to 
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introduce this technology into conventional vehicles, highlights the potential of achieving 

higher efficiencies. 

4.4.3 Demonstrated scenario n°3: VRU detection and warning to the 
approaching AVs 

The testing of the VRU application involved two steps. First, to ensure that the AI cameras 

successfully detect pedestrians crossing the road without any signal control and, 

subsequently, that a detection always activates the nearby RSU to send C-ITS messages. 

Then, it had to be ensured that the messages are received by the OBU and displayed promptly 

on the tablet device. 

 

Regarding quality checking, to ensure the accuracy and reliability of the detection, periodic 

quality checks have been conducted. This involved reviewing video footage manually to verify 

the correctness of pedestrian detection. 

 

 

Figure 28: Screenshot from the traffic camera (set on anonymous mode). The box represents (though 
not exact borders) the area where pedestrian activity triggers the broadcast of VRU warnings 

 
In addition, it has been ensured that every time a pedestrian is detected, the automated 
process is triggered. 

4.4.4 Demonstrated scenario n°4: Journey planner interconnecting 
autonomous, demand-responsive solutions with available public 
transport services 
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Comprehensive tests were conducted across various stages of development to ensure the 

reliability and performance of the mobile application. The testing strategy involved both 

automated and manual testing methods to cover all functionalities and provide an intuitive and 

seamless user experience. The main aspects of our testing included: a) functional testing 

(e.g., individual components, such as bus timetables, were tested in isolation to verify their 

correctness), b) integration testing (i.e., the integration of all modules to ensure they work 

together without issues), c) performance testing (i.e., how the application performs under 

various load conditions), User Interface (UI) and User Experience (UX) testing. 

 

 

Figure 29: Screenshot of the journey planner mobile application in Trikala 

 

In addition to journey planning functionalities, the mobile application includes services offered 

in the city of Trikala, such as booking shared bicycles and lockers in the central square. These 

features aim to make the app a one-stop-shop for city services. However, their performance 

is currently excluded from this project due to a large-scale renovation of the central square, 

temporarily rendering the shared bicycles and lockers unavailable. 

 

 

 

  



 

IN2CCAM-D4.1-Demonstrations set-up and verification activities-V1.0.docx | 46 

5 DEMONSTRATIONS SETUP IN TURIN LEAD-LL 

5.1 General information 

5.1.1 Location 

The Turin Living Lab takes place in an area located in the south-west of the city, between the 

Hospital district and the Southern Metro terminal, as shown in the following Figure 30.  

 

 

Figure 30: Turin LL Testing Area 

 

The route selected for CCAV operations (and therefore authorized by the Ministry - 

Department for Digital Transformation) follows a ring circuit of about 5 km that runs along Via 

Genova and Via Ventimiglia, with Corso Spezia and Corso Maroncelli that constitute the North 

and South sides respectively. Some transversal roads were selected to be used by the shuttle 

in case of rerouting. The main route includes 11 stops (Figure 31). 
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continuous communication with the traffic management infrastructure while adhering to 

established European C-ITS standards and specifications. 

5.3 Demonstration set-up 

5.3.1 Demonstrated scenario n°1: Dynamic re-routing 

The dynamic re-routing scenario aims to minimize or avoid traffic congestion caused by road 

events that may obstruct a road or an intersection. These events can be planned, e.g., a road 

work site, or unplanned, e.g., an incident. 

Note that, due to the limited number of connected vehicles present on the road nowadays, the 

demonstration is performed in a hybrid environment. The so-called hybrid demonstration 

environment collects data from two primary data sources: the real world and the urban micro-

mobility simulator. Real-world data is provided by the Road Side Units installed in the 

demonstration area, the CCAV (the shuttle), and 5T TCC/TIC. Because the shuttle is the only 

connected vehicle in the actual world capable of interpreting re-routing suggestions (G5-

equipped vehicles that are communicating via RSUs currently cannot interpret re-routing 

suggestions due to a lack of standardization for exchanging such information), the other 

connected vehicles are simulated. In particular, synthetic data, such as simulated CAM and 

DENM (translated from DATEXII) messages, is generated to ensure reasonable flexibility of 

tests for validating the re-routing algorithm efficiency in different traffic scenarios. This involves 

analysing several types of unsafe road events in addition to different connected car 

penetration rates relative to the total. 

One of the main goals of IN2CCAM project is to ensure the interoperability between C-ITS 

actors. However, nowadays the TCC/TIC data exchange format is not suitable for direct 

exchange with vehicles which generally need very compact and efficient message formats, 

such as the ETSI ITS standard formats, at the cost of human-readability and semantic 

richness. In Turin LL a translation module has been implemented to enable the interoperability, 

via Digital Twin, between the infrastructure and the vehicles.  

An example of DATEXII situation message and the respective translated DENM is provided 

below (Figure 34 and Figure 35). Note that only relevant data is displayed; other fields have 

been replaced with dots. 
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Figure 34: Example of DATEXII data structure to be translated to DENM 
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More specifically, for parking publication scenarios, during the simulations, vehicle 

destinations are analysed and if these are close to parking facilities with available parking 

places, vehicles are suggested to reach these new destinations. Similarly, for Low Traffic Zone 

publication scenarios, if vehicles are next to an LTZ, they receive messages suggesting new 

routes to follow to avoid the zone. Parking messages are sent only to private vehicles. LTZ 

messages are sent also to the shuttle, if the restriction has any effect on its path; in this case 

it must resume service following the indicated rerouting, as soon as possible. 

With reference to parking publication, the following six parking lots, in the north of the selected 

area, are taken into consideration: CTO, Ventimiglia, Nizza, Molinette, Bacigalupo, Lingotto 

(Figure 38). 

The scenarios related to parking messages are evaluated only at the simulation level (Figure 

39), since in the real environment there are no connected vehicles capable of receiving such 

messages, except for the shuttle, which however has no parking needs. 

 

 

Figure 38: Parking areas used in the Scenario n°2 

 

For the same reasons, the activation of the ZTL is not evaluated in real-world tests even 

though it is possible to simulate a ZTL that influences the path of the shuttle, which would be 
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Figure 47: Network connectivity validation showing ICMP ping test results from the Edge Server 
(in2ccam-vm) to the shuttle's local network services (192.168.111.30) via the Raspberry Pi proxy 
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6 DEMONSTRATIONS SETUP IN VIGO LEAD-LL 

This section describes the testing area where the Vigo LL services will be demonstrated. The 

emplacement is Gran Via of Vigo, which is one of the main avenues of the city. That ensures 

almost real traffic conditions. Although the demonstrations take place in a separated lane, the 

demonstration CAV perceive all the elements of the real environment such as other vehicles 

(in the side lanes), real traffic lights and intersections. 

 

The final set up has been modified according to the new requirements of Spanish National 

Road Authority (DGT) contained in the instruction VEH 2022/07, which entered in force after 

IN2CCAM proposal presentation. This new instruction limits the interaction of the project 

vehicles with general traffic. This fact has forced a reduction of the testing area in order to 

make it compatible with the new conditions and to avoid excessive complications in the city 

traffic flow. 

 

6.1 General information 

6.1.1 Location 

The Vigo LL testing area is located in the heart of the city, the Vigo Gran Vía. This 

emplacement is selected as the best option which keeps a good balance between safety 

requirements, traffic flow affection, reproduction of real conditions and feasibility of data 

collection for evaluation. 

 

Figure 48: Vigo Lead LL test area location 
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Figure 50: Intersection topology around the CCAV lane 

 

But at some of the intersections, even with the adapted regulation (traffic light priority to CAV 

and red light for all the others) there were risks of interactions with vehicles that, after passing 

in green, had to stop in intermediate areas (see figure above). Those situations are not 

compatible with VEH 2022/07 and the prototype vehicles. Also, the option of closing lateral 

accesses to avoid crossing of vehicles would not be acceptable by the city since would imply 

circulation problems especially during peak hours. Therefore, the initial itinerary planed in 

Figure 50 had to be adapted to the final configuration in the Figure 51. 

 

6.1.1.3 Reproduction of real conditions. 

This testing setup allows CCAVs to drive in a real urban road surrounded by real environment 

and mobility users that, although they will not actually interact with, they will be able of 

perceiving them by their sensors and, if relevant, send information about those detected 

objects/entities to traffic management and other vehicles. The traffic light intersections are 

also real ones and are integrated in Vigo C-ITS platform, so GLOSA and traffic light priority 

are available in the testing area. Also, other real warnings and traffic information will be 

available in such platform. 

 

In summary, the two CCAVs of Vigo LL will test and demonstrate the use cases in a circular 

trip through the described separated lanes making U turns in the 3 available intersections 

which will be closed to traffic. This avenue and in particular the selected area is the only place 

in Vigo which would allow this kind of testing conditions. 
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Figure 51: CCAV vehicle path in the test area 

6.1.1.4 Testing plan 

 

According to the resources available and agreed with all the partners and stakeholders, the 

test plan was defined as expressed in the Figure 52. 

 

Figure 52: Test plan schedule 

















 

IN2CCAM-D4.1-Demonstrations set-up and verification activities-V1.0.docx | 76 

6.2.2.2 Software integration in Akkodis vehicle 

OBU API 
The OBU API is based on JSON-RPC specification which is accessible over TCP on port 

5458. The Interface to API is implemented using python based on streams from asyncio 

package. The interface will send CPM triggers to the RPC server consisting of all information 

regarding the EGO vehicle such as position, heading, sensor information and so on. The CPM 

triggers should be sent every 100ms. The LDM message consists of CPM triggers and 

information regarding local station, surrounding stations, surrounding intersections etc. 

 
 
Graphical web panel  
A web-based graphical interface is used to display system status and diagnostic information, 

as well as for user interaction at runtime. This web panel is integrated into the AD stack 

architecture, equipped with IPC mechanisms to interact with the MPC controller, or with any 

other software module. A laptop or tablet PC is used as a physical display. The server can 

be exposed to the public internet (with password authentication), for remote monitoring and 

interaction. 

  

 

Figure 60: ADEN Web Panel 

 

The web panel is configurable with widgets and can visualize all kinds of internal data 

graphically or as text. It is designed to provide a responsive, low-latency visual feedback. The 

screenshot shows the web panel displaying a range of diagnostic data in a simulated driving 

test, including a visualization of the generated dynamic occupancy map using sensor models. 

Components to visualize CCAM service-related information are yet to be implemented. 
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6.2.2.3 Software integration in Vicomtech vehicle 

From the vehicle side, service integration in the Vigo LL involves developing a component to 

process the V2X message data received/sent using the NeoGLS OBU JSON-RPC API and 

processing the data for its use and visualization in an HMI. Additionally, the CCAV must be 

able to send and receive route suggestions from the MQTT broker of the city of Vigo. For this 

purpose, a NeoGLS OBU with a public IP has been set up to test the JSON-RPC API and the 

MQTT server credentials were shared with Vicomtech and Akkodis to test the route suggestion 

service.  

Vicomtech Integration 

Vicomtech has developed a Python library that can communicate with the OBU using its 

JSON-RPC API and the MQTT server. This library has been used in RTMaps, the same 

framework used to control the CCAV from Vicomtech.  

Two different diagrams have been created to test the library with the remote connection, one 

to test the CPM send and receive calls and one to test the visualization of MAPEM / SPATEM 

data provided by the remotely connected OBU of Vigo. 

The first diagram, corresponds to the CPM testing RTMaps diagram can be visualized in the 

following figure:  

 

Figure 61: CPM testing RTMaps diagram 
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The second diagram corresponds to the MAPEM/SPATEM RTMaps testing diagram which 

can be seen in the next figure.  

 

Figure 63: MAPEM/SPATEM RTMaps testing diagram 

The diagram is composed by two main blocks: 

1. The orange block is composed of two python RTMaps components which use the 

developed OBU-client python library. The first one requests data to the OBU at 10 Hz, 

the remote OBU has been configured by NeoGLS to replay in loop data from a 

simulated vehicle driving through the Gran Via of Vigo. The trajectory is simulated, but 

the data from the traffic lights are real. The data is then processed in another 

component to access the relevant data with respect to the virtual CCAV position. 

2. The blue block corresponds to the visualization of the received data, including, the 

TTC and ID of the traffic light that directly affects the CCAV in its current position or a 

3d visual status of all the traffic lights in the surrounding roads. 

The visualization of the diagram can be seen in the next figure:  

 

Figure 64: MAPEM/SPATEM RTMaps testing diagram executed with its visualization 
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Additionally, the RTMaps diagrams include a button to send a desired destination request to 

the MQTT server of Vigo, the service publishes back a proposed route as a set of waypoints 

which can be visualized in the 3D viewer as a white trajectory line (this may change in future 

updates), as seen in the next figure: 

 

Figure 65: Visualization of the proposed route by the MQTT server of Vigo in RTMaps 
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6.3 Demonstration set-up 

6.3.1 Vehicle path 

The demonstration area will be closed to general traffic each testing day at 9:30 by the city 

council services. All the needed physical barriers will be installed for vehicles and pedestrians. 

Also, specific messages will be displayed on the surroundings panels and in Vigo Driving 

Application. 

The testing area set up and subdivision is indicated in the figure below. 

 

Figure 66: CCAV testing area flow 

The CAVs will circulate in the blue area following circular trips testing the different CCAM use 

cases interchanging information and integrating it in their decision algorithms. The 

infrastructure will receive information from the vehicles and will apply in the connected 

intelligent traffic light intersection the needed adaptations according to the requirements of the 

defined use cases. 

The traffic light intersection is regulating real traffic and LL traffic, and the vehicles are 

perceiving real traffic in the adjacent lanes by their sensors. 
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6.3.2 Scenario configuration in the TMS 

For demonstration purposes, a set of virtual road-hazards and miscellaneous information was 

added to the nominal traffic situation. 

 

 

6.3.2.1 Real information in nominal status 

The autonomous vehicles will have access to all events and information published in the LDM 

of Vigo C-ITS Platform. In particular, all the information broadcasted by RSUs whose coverage 

is present in the testing area which are, at the minimum,100, 101, 102, 103, 120, and 121. 

The representation of this information is in the next image. 

 

Figure 67: Scenario visualisation on the CCAV path 

Figure 68: Representation of RSUs along the CCAV path 
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6.3.2.2 Virtual information for demonstration purposes 

Due to the time limitations and in order to ensure a minimum volume of information exchanged 

among vehicles and infrastructure, some virtual events will be generated during testing days 

in order to test and analyse the performance of UC#1 Mutual Awareness. 

Those events are indicated in the previous figure and listed in the table above, together with 

those real events that may take place during tests. 

 

6.3.3 Service users and passengers 

For all the scenarios to be tested and demonstrated on field in Vigo LL, final users are beyond 

of the scope of the Vigo Use Cases, understanding those as the passengers of the potential 

CCAM fleets. The objective of this scenario is to demonstrate the feasibility and benefits in 

terms of safety and efficiency of data interchange and mutual awareness between CCAM 

fleets, traffic management and other users. 

Figure 69: Description of the scenarios 
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Nevertheless, during the final days of the demonstration, some groups of users may be invited 

as passengers to experience the use cases and its feedback and perception may be assessed 

by fulfilling some questionnaires. In that case, ethical and legal aspects need to be taken into 

consideration: such as safety, privacy, and good research practices. 

 

6.4 Short dry-run tests 

6.4.1 Integration tests on table 

In order to test integration of services on the table, a test OBU has been setup for Akkodis 

and Vicomtech to connect remotely. The test OBU is replaying a PCAP file from the field and 

simulating the position of the vehicle in the final test area. 

By doing this, the OBU simulates message reception as if the vehicle was driving in the field.  

6.4.1.1 Demonstrated scenario n°1: Mutual awareness between CCAM fleet, 
infrastructure, other users / Scenario #1Data interchange UC#4 

The picture above shows what the testing OBU is receiving through PCAP replay simulation. 

It corresponds to messages sent by RSUs in the nominal status. The position of the vehicle 

in the API is simulated to run in a loop around the test area at constant speed. 

The test OBU is also accepting CPM messages publication. 

Figure 70: OBU PCAP replay 
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The objective of remote test is to verity the remote connection between Python API and 

OBU. For this, dummy CPM trigger messages are communicated to the OBU from test data 

recorded by Vicomtech. The recorded data consist of JSON files corresponding to the 

received LDM messages. From these messages, GNSS position and orientation information 

are extracted from the cpmtrigger field. This information is sent to RSU through OBU using 

the JSON RPC API. The OBU receives LDM messages from RPC server. The received 

LDM messages are read from the OBU, which consists of events data. These events 

received are corresponding to the dummy position of EGO which is sent by CPM trigger 

message. The events are extracted from the LDM message and are visualized in the 

Webpanel. MQTT API also receives the desired trajectory which the EGO must follow. The 

received desired trajectory is also visualized in the Webpanel. 

 

6.4.1.2 Demonstrated scenario n°2: Management strategy adapted to CCAM 
based on V2I interaction / Scenario #1 Traffic light priority for specific 
CCAM fleets UC#5 & Scenario #2 Green phase extension for 
platooning UC#5 

In a first phase, the integration of the priority system was done without TLC communication 

in order to avoid traffic disruption on intersections on the field. The TLC detector activation 

was only logged in a file for manual check. In this phase, the vehicle position was simulated 

on the GRAN VIA priority corridor. 

 

 

Figure 71: Gran Via priority corridor configuration 
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VICOMTECH 

In addition to testing the OBU remotely, 

Vicomtech has travelled to Vigo (from 2nd to 

4th of April) as a pre-testing phase with a 

minimum sensor setup (DGPS, vehicle front 

camera and OBU) which was equipped in a 

rented car. The main objectives of this pre-

testing phase were to check the DGPS 

accuracy and the previously developed 

RTMaps components using the OBU-client 

python library in a real-time environment with 

the real OBU installed in the car. ETRA and 

NEOGLS provided an OBU with its antenna 

and the setup guide, the OBU was connected 

to the laptop via ethernet, the OBU setup in 

Vigo can be seen in the next figure. 

 

The previously presented RTMaps diagrams were adapted to consume information from 

sensors in real-time and also to capture data from the OBU, DGPS and front camera for offline 

data analysis. The used RTMaps diagram can be seen in the next figure.  

Figure 72: Vicomtech Laptop used for the pre-
tests in Vigo with the NeoGLS OBU and antenna 
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Figure 73: RTMaps diagram used to process and record the sensors in real-time 

The diagram is composed of 5 main blocks: 

1. The green block corresponds to the sensor capture, were data from the OBU via the 

python library, front camera and the DGPS is read in real-time. 

2. The yellow block corresponds to the CPM transmission, reading the position in real-

time from the DGPS. As the vehicle was not equipped with a LiDAR sensor for 3D 

object detection, for testing purposes, the CPMs contained fake 3D perception 

information which does not correspond with the real vehicles surrounding the ego-

vehicle. 

3. The orange block corresponds to CPM reception, as the ego-vehicle was the only 

vehicle sending CPMs, the sent CPMs are the same received by this module. 

4. The blue block corresponds to data visualization, were the map information, DGPS 

location and fake received CPMs are shown. 

5. Finally, the red block corresponds to the data recording module, were data from the 

DGPS, OBU and front-camera is captured for testing purposes. 

This diagram is executed and creates a timestamped folder for each driving run, including all 

the previously mentioned data. All the data is timestamped as well to be able to run the 

recording in real-time in an offline environment. A frame of a captured video during the pre-
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tests showing the visualization and DGPS status monitoring can be seen in the following 

figure: 

 

Figure 74: Visualization of the data capture diagram 

 

The captured DGPS data has been 

recorded to check the accuracy of the 

sensor in the proposed demo location. 

Replaying the data offline, the DGPS 

accuracy while connected to the RTK 

base station located in Vigo and 

publicly available by the Spanish IGN 

(National Geographical Institute) has 

been analysed. In the next figure, the 

accuracy of the DGPS on the 

proposed demo area can be seen. 

 

 

 

In this analysis, 9777 DGPS measurements from multiple driving tests have been considered, 

the data is filtered to take into account the measurements inside the black grid (the 

demonstration area for the Vigo LL). The results are measured in meters, the mean positioning 

accuracy is ~2cm with a standard deviation of ~3cm, ensuring lane-level precision accuracy 

for the tests in Vigo. It needs to be considered that while performing these pre-tests in Vigo 

Figure 75: Analysis of the DGPS accuracy for the testing 
area of the Vigo LL 
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It was carried out during day 2 (5th of November). The physical set up of testing Area was 

prepared as planned together with the generation of virtual events for testing purposes. 

In order to be time efficient, two areas have been created for each vehicle in such a way that 

they can test services independently without interference. 

 

 

 

Dry runs consisted in the circulation of each vehicle by each assigned area and in ensuring 

that all C-ITS messages are correctly interchanged according to the use case definition. 

HMI system was tested during dry run in order to ensure that it works and to check that the 

ETSI Standard messages are correctly displayed. Table of events may be used as check 

list. 

Precise positioning of vehicles was connected to correction station and check was done that 

accuracy obtained allows the autonomous driving task. This test was carried out during 

pretesting phase with equipment over manually driven vehicles. Nevertheless, it must be 

checked in each vehicle. 

 

6.4.3.2 Demonstrated scenario n°2: Management strategy adapted to CCAM 
based on V2I interaction / Scenario #1 Traffic light priority for specific 
CCAM fleets UC#5 

Dry run for priority was planned for day 3 unless it could have been advanced at the end of 

day 2. This was tested by each vehicle separately. The trip was a full round to the testing 

Figure 76: Separation of testing areas during the final preparation 

AREA 1 

AREA 2 



 

IN2CCAM-D4.1-Demonstrations set-up and verification activities-V1.0.docx | 93 

area requesting priority and checking in infrastructure side if it was activated in the 

approaching of the vehicle and deactivated once the vehicle leaves the intersection. 

 

6.4.3.3 Demonstrated scenario n°3: Management strategy adapted to CCAM 
based on V2I interaction / Scenario #2 Green phase extension for 
platooning UC#5  

This dry run was carried out in the same conditions as in previous section but with both 

vehicles circulating one following the other. I was checked that the green light was extended 

until the second vehicle passed the intersection and went back to normal timing once the 

second vehicle leaves, avoiding, this way, that the second vehicle is stopped in a red light 

while the first one passes.  
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7 DEMONSTRATIONS SETUP IN BARI FOLLOWER-

LL 

7.1 General information 

Bari is the chief town of the metropolitan city of Bari and the Puglia Region and it is one of the 

most important economic centres in southern Italy. The city covers 117 square kilometres with 

a population of over 325,000 inhabitants, while the metropolitan area has over 1.3 million, 

spread over approximately 3,800 square kilometres. 

 

From this number, it is evident that a quarter of the metropolitan population is concentrated in 

Bari with a population density of over 1,000 inhabitants per square kilometre. The city of Bari 

is home to three universities, major research centres, a commercial port, an airport, and the 

second industrial area of the Adriatic home to numerous companies of international 

importance in the mechanical, aerospace, chemical and logistics sectors. 

 

The Municipality of Bari has launched a program of interventions called "Bari Smart City" of 

over 50 million euros that will lead to the creation of urban connectivity infrastructure, the 

massive use of the IoT and emerging technologies for the provision of services public and 

urban infrastructure management. Numerous collaborations have been started with public and 

private partners to develop international research and technology transfer projects to make 

the territory of Bari and its metropolitan area a living lab to experiment with new technologies, 

processes and operational protocols for the cities of the future. 

 

In the context of the project, Bari is considered a Follower Living Lab having a role in scaling 

the solutions developed in Lead Living Labs (TRIKALA, TAMEPERE, TURIN and VIGO). 

Considering their experiences, insights and models, Bari can effectively reproduce and test 

its own solutions in scaled, real and artificial scenarios. More in detail, the Route Planner 

solution provided by the Follower Living Lab of Bari extends the Lead Living Labs concept of 

routing to wider areas including a greater number of CCAVs and standard vehicles. On the 

contrary, the last-mile delivery solution extends the concept of last-mile of the Lead Living Lab 

of Tampere to goods. 

 

 

7.1.1 Location 

The testing area is represented by the center of the city of Bari. More in detail, the use cases 

about the implementation of a CCAV Route Planner are tested in a broader geographic area 
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curvatures, complex intersections, traffic conditions, etc. A best route is chosen by an AI tool 

that considers not only travel times or distances, but also the kilometres of dedicated CCAV 

lanes, safety in general, and the route characteristics based on the carried passenger class 

and preferences. The development and simulation results of the Route Planner will be shown 

in WP5 to user groups in specific workshops to overcome acceptance barriers in the usage of 

CCAVs. 

7.1.2.2  Scenario #1: CCAV carrying a single able bodied passenger 

A set of passengers with different origins and destinations point requires using a CCAV. The 

goal of a CCAV is to pick-up the passengers and to reach their destinations automatically, 

considering their different requirements, such as safety, comfort, time, and energy.  

The CCAV receives locations, times, and requirements by the passengers in addition to their 

disabilities, if present. If a non-able bodied passenger requires to be picked-up, the 

optimization sequence is optimized based on distance and time, but the requirements change: 

the minimization of turns and curvatures has an higher importance with respect to the other 

safety requirements. 

SUMO is the simulation platform where all the information about the roads is present, such as 

traffic conditions, traffic lights, traffic rules, road attributes, dedicated CCAV lanes, intersection 

with complex topologies. 

In the simulation, the CCAV optimizes the sequence which passengers must be picked-up 

with. Moreover, the CCAV optimizes the sequence which passengers must be delivered with. 

In this way, it is possible to list the number of routes that the CCAV must travel. A DRL 

integrated in SUMO by TensorFlow determines the best routes taking into account distances 

and time minimization, CCAV requirements and turns and curvatures minimization for 

passengers with disabilities. 

SUMO simulates the complete route composed by the best routes storing CCAV parameters 

as position, speed, acceleration, deceleration, timestamp, etc. The simulation ends when the 

CCAV reaches the destination minimizing distance and respecting the time set by the 

passenger. 

7.1.2.3 Scenario #2: CCAV carrying a single passenger with disabilities 

The goal of a CCAV is to pick up a passenger with disabilities that requires a routing service 

and automatically reach the destination in complete safety and avoiding excessive CCAV 

movement given by turns and sharp curvatures. 

 

The CCAV receives locations by the passenger with disabilities. 
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SUMO is the simulation platform where all the information about the roads is present, such as 

traffic conditions, traffic lights, traffic rules, road attributes, dedicated CCAV lanes, intersection 

with complex topologies. 

 

In the simulation, the CCAV reaches the passenger at the origin point. The passenger is 

picked-up and a DRL integrated in SUMO by TensorFlow determines the best route taking in 

account passenger destination, turns and curvatures minimization, and CCAV requirements. 

SUMO simulates the best route storing CCAV parameters as position, speed, acceleration, 

deceleration, timestamp, etc. If connected traffic lights are met, the connected traffic lights 

facilitate the passage of the vehicle from the intersection. The simulation ends when the CCAV 

reaches the destination minimizing distance, especially turns and curvatures. 

7.1.2.4 Scenario #3: CCAV carpooling 

A set of passengers with different origins and destinations point requires using a CCAV. The 

goal of a CCAV is to pick-up the passengers and to reach their destinations automatically, 

considering their different requirements, such as safety, comfort, time, and energy.  

The CCAV receives locations, times, and requirements by the passengers in addition to their 

disabilities, if present.  

SUMO is the simulation platform where all the information about the roads is present, such as 

traffic conditions, traffic lights, traffic rules, road attributes, dedicated CCAV lanes, intersection 

with complex topologies. 

In the simulation, the CCAV optimizes the sequence which passengers must be picked-up 

with. Moreover, the CCAV optimizes the sequence which passengers must be delivered with. 

In this way, it is possible to list the number of routes that the CCAV must travel. A DRL 

integrated in SUMO by TensorFlow determines the best routes taking into account distances 

and time minimization, CCAV requirements and turns and curvatures minimization for 

passengers with disabilities. 

SUMO simulates the complete route composed by the best routes storing CCAV parameters 

as position, speed, acceleration, deceleration, timestamp, etc. The simulation ends when the 

CCAV reaches the destination minimizing distance and respecting the time set by the 

passenger. 

7.1.3 Description of the use case: Innovative urban freight 
transport and logistics 

The concept involves establishing a network of multiple interconnected hubs designed to 

serve as both storage facilities and central points for the sorting and distribution of goods. 
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Figure 78: Robot delivery 

 

The primary objective of this service is to alleviate traffic congestion by repurposing pedestrian 

sidewalks for robot transportation and reducing the travel of trucks through the city. To this 

aim, the urban area is divided in a set of zones and each zone is managed by a hub where 

the trucks arrive to deliver the goods in the zone. In the hub the parcels are unloaded from the 

truck and loaded into the robot. In the Figure 79 is shown how the last-mile delivery is modified 

from standard management based on courier to an innovative approach based on robots. 

 

 

Figure 79: SCENARIO#2: Robot delivery flow 
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Figure 81: Best route minimizing distance and time 

7.2.1.3 Realistic Route Planner strategy incorporating in the simulator traffic 
patterns from historical data and prioritizing less travelled roads 

In this phase traffic patterns are added to the map in order to make the simulation more 

realistic. Moreover, a modified reward is used to take into account traffic congestion.  

 

osmWebWizard.py script is used to import from OpenStreetMap Bari traffic conditions. In this 

way, vehicles are included in the edges of the SUMO map. 

 

Consequently, a two-objective reward function is used in DRL that considers distance and 

traffic. The traffic congestion is monitored by the vehicles that are present in an edge of the 

map that corresponds to a road of the city of Bari. The Route Planner agent is negatively 

rewarded if the CCAV travels in a congestion route by a negative value equal to the vehicles 

present in the edge. 

 

Two simulations regarding the use of this two-objective reward function is reported in Figure 

82. 

 
Figure 82: During the route, the CCAV turns right to avoid traffic congestion present in the next 

intersection 

7.2.1.4 A Digital Twin implementation in the simulator 
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Figure 83: SUMO-GUI 

For each listed attribute in the object parameter, a plotting windows of that attribute can be 

shown as in Figure 84 where the CCAV acceleration is plotted. 

 

 

Figure 84: CCAV acceleration 

Several tests have been performed to visualize position, acceleration, deceleration, speed, 

CO2 emissions. 
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7.2.1.5 A carpooling service based on the Route Planner strategy 

In this phase, the Route Planner is extended to the carpooling problem. Several tests have 

been performed to define the DRL that allows to decide the pick-up and delivery sequence of 

the users. In particular, the actions and the reward of the Route Planner agent have been 

tested to reach optimal results. 

More in detail, the following set of ten actions has been used: 

 

Table 2: Table of actions for a carpooling service based on the Route Planner 

Action #ID Action Description 

1 Pick up passenger 1 

2 Pick up passenger 2 

3 Pick up passenger 3 

4 Pick up passenger 4 

5 Pick up passenger 5 

6 Drop passenger 1 

7 Drop passenger 2 

8 Drop passenger 3 

9 Drop passenger 4 

10 Drop passenger 5 

 

In the proposed DRL scheme some constraints related to the above actions must be 

considered to prevent unfeasible actions. For example, during a training episode, Action #6 

cannot be selected if Action #1 has not been performed yet. 

Since we are operating in a DRL environment, the constraints cannot be analytically modelled 

and, therefore, the agent needs to learn the optimal policy directly from the experience. 

In that respect, we considered two components in the reward strategy, namely R1 and R2. R1 

is dedicated to preventing errors. A value of -10 is assigned if the CCAV selects an unfeasible 
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action and 0 otherwise. The second component R2 represents the total mission time to be 

minimized. A constant value of -1 is assigned for each training step. 

The final reward is R1+R2. 

 

The training results shown in Figure 85 show that the DRL scheme starts to converge just 

after approximately 50 epochs: 

 

 

Figure 85: CarPooling training results 

7.2.2 Urban freight transport and logistics 

The real scenario, currently in use in the old city of Bari, is described and implemented in 

this section. 

 

This scenario is important because it represents a reference to be compared with the 

artificial scenario that will be described and implemented in the next sections. 

7.2.2.1 A real last mile delivery scenario in Bari 

In this section, the last mile delivery, currently in use in Bari, is described by UML diagram. 

Figure 86 specifies the actors that are involved in the standard delivery process and the 

corresponding operations. 
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Figure 86: UML diagram for the standard delivery 

The truck driver organizes the parcels according to their destination or intended delivery 

sequence, ensuring on-time delivery. The truck driver identifies the delivery zone and once 

reached, finds the nearest parking area. After that, the truck driver hands the parcel to the 

customer by foot. 

Figure 87 describes the delivery process under standard conditions. The truck driver, after 

loading the truck, heads towards the first delivery zone where there are the first customers 

(Activity 1). The vehicle is parked in an area near the customer (Activity 2) to facilitate on-foot 

delivery. The truck operator delivers one parcel at a time. If there are multiple parcels to deliver 

nearby, the driver returns to the parking area and retrieves another parcel from the truck for 

delivery (Activity 3). Only when the truck driver has delivered all the parcels in the zone, he/she 

returns to the truck and heads towards a new zone to deliver other parcels (Activity 4). 
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Figure 88: Delivery by courier at a distance of 200 meters 

 

In Table 3, the average (considering all zones) delivery times are reported for each distance 

from 100m to 1000m. 

 

Table 3: Delivery time (ti) 

ai �@�E (m) ti (min) 

a1 100 2.52 

a2 200 5.04 

a3 300 8.36 

a4 400 10.88 

a5 500 15.22 

a6 600 16.74 

a7 700 20.60 

a8 800 22.58 

a9 900 25.1 

a10 1000 28.44 

 

 

7.3 Extrapolation of the real and artificial simulated scenarios 

Considering as starting point the real scenarios, currently used in Bari, in this section artificial 

scenarios are described and implemented adding CCAVs and the corresponding 

characteristics and infrastructure. In particular, the Route Planner must take into account the 
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traffic conditions and complex intersections. Finally, when the CCAV passes through a traffic 

light intersection, it is facilitated by the DRL described before. 

 

 
Figure 89: Route for able-bodied passenger 

 
During the travel, the CCAV can encounter a traffic light intersection. In this case, the traffic 

lights are managed by another DRL that facilitates the passage of the CCAV, as shown in 

Figure 90, where the CCAV in red immediately receives the green light. 

 

 
Figure 90: CCAVs facilitated by the traffic light phases at the transit 

More in detail, the traffic light system is controlled by the DRL agent, which can get a snapshot 

of the state of the intersection at each agent-step, observing the oncoming vehicles on each 

arm, and their respective priorities. Observing the road in a limited area near the traffic light, 

the agent uses this information to properly select one of the fixed sets of traffic light phases. 

The aim is to efficiently manage the traffic in order to minimize the global waiting time of 

CCAVs at the intersections. Then, the DRL agent collects a reward from the system for the 
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previous selected action. The system stores the samples of experience data to use them to 

train the agent and improve its performance. 

 

After a series of training simulations on a specific intersection, the DRL strategy was 
validated by several tests. In Table 4, the static traffic light is tested with a typical real-world 
duration of the green-red phase of 30 seconds and also with a duration of 10 seconds. Since 
the traditional traffic light cannot distinguish between the three different classes of vehicles 
(p1-standard private vehicles, p2-standard public vehicles, p3-emergency vehicles and 
CCAVs), it manages all of them in the same manner: the testing of its performance was 
done only with low priority vehicles p1. 
 

The results achieved by the proposed DRL show a better performance when compared to the 

traditional traffic light control system. In particular, when all vehicles have the same priority, 

there is an improvement of the average waiting time of about 60% when compared to a 

traditional traffic light with green-red phases of 30 seconds and of 10%-20% when compared 

to a traditional traffic light with green-red phases of 10 seconds. 

 

Considering scenarios with vehicles with different priorities, the performance increases further. 

In the case of 1,5% of p2 vehicles and 0,5% of p3 vehicles (emergency vehicles and CCAVs) 

in fact, the average waiting time of p1 vehicles is a few seconds higher than the previous 

scenario, but the other two classes of vehicles register an average waiting time of about 1 

second. This means that most of them does not wait at the intersection. 

 

As expected, average waiting times are in general a little higher when p2 vehicles are 2% and 

p3 vehicles are 1% of total vehicles, but the results are still good. This is made possible by a 

series of factors: the fact that the agent receives traffic information at a distance up to 140 

meters from the intersection, the speed limit of 30 km/h and the particular duration of the traffic 

light phases. 
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Table 4: Average waiting times obtained by simulation tests 

 
 

7.3.1.2 A carpooling service based on the Route Planner strategy 

In this phase, a CCAV is tested to perform a carpooling service. A set of passengers with 

different origins and destinations point requires using a CCAV. The goal of a CCAV is to pick-

up the passengers and to reach their destinations automatically, considering their different 

requirements, such as safety, comfort, time, and energy.  

 

The tests are conducted in a simulated environment by implementing the following hierarchical 

DRL scheme: 
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Figure 93: CCAV real-time parameters 

In Figure 94, the average mission time is shown. It can be observed that the mission time is 

minimized as the DRL learns and improve the optimal policy. This value is related to the R2 

reward component described in Section 7.2.1.5 

 

 

Figure 94: CarPooling Mission Time 

In Figure 95, the number of CCAV agent errors for each episode is shown. This metric is 

related to the R1 reward component described in Section 7.2.1.5 and converges to less than 

10 errors per episode as the DRL learns the optimal policy. 
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In the Robot Delivery scenario, a truck acts as the primary transporter for both goods and 

robots, ferrying them to the hub. There, the robots load parcels and proceed to deliver them 

to designated customers. 

  

The robots are equipped with batteries providing up to 50 km of autonomy. The primary 

objective is to minimize the total distance travelled by robots. To address this, a mathematical 

model has been implemented to solve the routing problem, considering factors such as 

payload capacity, time constraints, and total distance travelled. Through the utilization of this 

optimization model, our aim is to enhance the efficiency of last-mile delivery and improve 

urban logistics operations. 

The artificial scenario is conducted to optimise last-mile delivery in Bari, in particular Murat 

and Madonnella districts. In each district, there are 12 customers, they are served by two hubs 

managing an autonomous fleet of robots and each hub is equipped with 4 robots. To check 

the proposed model in slightly realistic conditions, we simulate the scenario in SUMO. The 

model includes roads, intersections, and delivery destinations and integrates the behaviour of 

autonomous robots into the simulation environment. 

The movement of robots from hubs to delivery destinations and back to the hub, confirming 

the last-mile delivery, has been simulated. Two campaigns of tests have been conducted: the 

first one represents an idealized situation without road congestion, while the second one 

incorporates diverse factors influencing delivery operations, including traffic flow, road 

conditions and pedestrian activity. 

The simulation scenarios involve four autonomous robots, two hubs, and a total of 24 delivery 

destinations. Each robot can carry a maximum of three parcels. The allocation of robots to 

specific areas and their assignment of delivery tasks are autonomously determined based on 

the distance between the hubs and customers. The simulation aims to test the efficiency and 

effectiveness of the proposed Hub-and-Robot routing approach under different conditions. We 

employed TraCi within SUMO to execute the simulation, allowing for dynamic interaction with 

the traffic environment. See the code in Figure 99. 
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Figure 99:TraCi Implementation code 

7.3.2.2 Problem formulation for the optimization of the innovative delivery 
process 

The mathematical formulation of this artificial scenario, presented in the deliverable D3.2, is 

tested for the city of Bari (Murat and Madonnella districts) and implemented by Cplex software. 

Moreover, two types of robots are considered with different parcel capacity (Figure 100). 

 

Figure 100: Robots with different parcel capacity 
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To evaluate the performance of the optimization model, it has been conducted two different 

tests. In the first test, it has been set the maximum parcel capacity of each robot to one. This 

scenario simulates a situation where each robot can deliver only a single parcel per trip, 

potentially increasing the number of trips but simplifying the delivery process. 

In the second test, it has been increased the maximum parcel capacity of each robot to three. 

This scenario allows each robot to carry up to three parcels per trip, potentially reducing the 

number of trips and increasing overall efficiency. 

The results obtained in the tests (Table 5 and Table 6) show the label of the robot that 
performs the route, the departure HUB, departure time, arrival time, travel time, and total 
distance travelled. 

Table 5: Robots with a maximum capacity of one parcel 

ROBOT HUB 
Departure 

time 
[hh:mm] 

Arrival 
time 

[hh:mm] 

Travel 
time 
[min] 

Total 
distance 

[km] 

Robot1_Hub1 1 9:11 17:01 470.12 42.4 

Robot2_Hub1 1 9:11 18:01 530.49 44.8 

Robot3_Hub1 1 9:09 17:32 503.58 44 

Robot4_Hub1 1 9:09 17:51 522.07 46 

Robot5_Hub1 1 9:09 17:30 501.23 44.8 

Robot6_Hub1 1 9:07 17:44 517.88 46.6 

Robot7_Hub1 1 9:07 17:09 482.28 43.8 

Robot8_Hub1 1 9:07 16:24 437.48 40 

Robot1_Hub2 2 8:49 17:12 503.63 36.61 

Robot2_Hub2 2 8:45 9:30 44.83 3.8 

Robot1_Hub3 3 8:45 10:12 87.8 7.4 
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Table 6: Robots with a maximum capacity of 3 parcels 

ROBOT HUB 
Departure 

time 
[hh:mm] 

Arrival 
time 

[hh:mm] 

Travel 
time 
[min] 

Total 
distance 

[km] 

Robot1_Hub1 1 9:13 12:36 203.07 13.55 

Robot2_Hub1 1 9:14 12:48 214.35 15.83 

Robot1_Hub2 2 8:54 12:12 198.71 13.07 

Robot2_Hub2 2 8:38 9:15 37.63 3.02 

 

The optimization model validated by these tests provides a framework for enhancing last-

mile delivery systems using autonomous robots. The results suggest that the adoption of 

higher capacity delivery robots could achieve improvements in efficiency. 

 

7.3.2.3 Simulation of the innovative delivery process based on the 
optimization results 

A campaign of simulation tests is conducted on the optimization results of the previous section. 

In particular, the routes obtained by the optimization are modelled in SUMO (Figure 101) and 

autonomous robots perform such routes without considering traffic. 

 

 

Figure 101: Simulation without road congestion 

 

By translating optimization into real-world scenarios, the feasibility and effectiveness of the 

proposed last-mile delivery strategy is assessed and the optimization model is validated. Table 

7 shows the average of travel times and travel distances obtained by the simulation tests. 
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Table 7: Simulation results without traffic 

ROBOT 
Travel time without 

traffic [min] 
Total distance 

[km] 

Robot1_Hub1 201.48 13.77 

Robot2_Hub1 213.90 16.30 

Robot1_Hub2 201.95 13.51 

Robot2_Hub2 36.96 3.28 

 

  

To check the proposed model in slightly realistic conditions, the artificial scenario needs the 

production of pedestrian traffic and other vehicles circulating in the limited traffic zones. 

 

The next section proposes tests considering traffic in the limited traffic zones. The pedestrian 

roads of each zone are downloaded from Google Maps to SUMO. 

7.3.2.4 Innovative delivery process simulation incorporating historical 
pedestrian traffic data 

A campaign of simulation tests is conducted on the optimization results of Section 7.3.2.2. In 

particular, the routes obtained by the optimization are modelled in SUMO and autonomous 

robots perform such routes considering traffic in the limited traffic zones. 

 

The inclusion of a maximum of 2000 vehicles, 500 motorbikes, 1000 bicycles, 1000 trucks, 

2000 pedestrians, and 700 bus in the simulation model, as shown in Figure 102, provided 

different instances to be analysed. 
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Figure 102: Simulation with traffic conditions 

 

By considering traffic, the feasibility and effectiveness of the proposed last-mile delivery 

strategy is assessed.  In Table 8 the average travel times and distances with traffic are 

reported. 

 

Table 8: Sumo Simulation Results 

ROBOT 
Travel time with 

traffic [min] 
Total distance 

[km] 

Robot1_Hub1 229.30 13.77 

Robot2_Hub1 249.40 16.30 

Robot1_Hub2 228.30 13.51 

Robot2_Hub2 43.40 3.28 

 

 

However, the second campaign of tests, which considers real-world factors like traffic 

conditions, shows some differences in the travel duration for each robot. The inclusion of traffic 

significantly influences the travel duration. 

7.3.2.5 Blockchain implementation: a Digital Twin data storage 

The architecture is made by three main interconnected blocks: Traffic Simulator (SUMO), 
Orchestrator (Python) and Blockchain Simulator (Ganache).  
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Critical data, such as delivery routes, parcel tracking information, and transaction records, can 

now be securely recorded on the blockchain. Smart contracts, which are self-executing 

contracts with predefined conditions, can automate and enforce agreements among 

stakeholders, ensuring flawless coordination and execution of delivery tasks. 

To apply the integration of SUMO simulation and blockchain, a scaled-down scenario was 

implemented based on the previous scenario of the last mail delivery, involving four robots 

and four customers. This reduced scale allowed for a focused examination of the integration's 

functionality and efficacy in recording data accurately on the blockchain. 

During the simulation, each robot's movements, delivery routes, and interactions with clients 

were monitored and recorded in real-time. This data, which included parcel status updates 

and transaction details, was securely stored on the blockchain using smart contracts. 

The Ganache simulation environment was used for blockchain and smart contract testing, 

offering a controlled and customized environment to test and validate the integration's 

functionality. Through a series of test transactions, the system established its ability to record 

and verify delivery scenarios, confirming the blockchain's data integrity and immutability. 

After executing the co-simulation model, 4 new robots were registered in the robot registry, 

while 4 new customers were added to the customer registry on the blockchain. Figure 104 

illustrates on Ganache a smart contract that detects the addition of a robot in the delivery 

process. 

 

 

Figure 104: Ganache smart contract detecting the addition of a robot in the delivery process 

 

Subsequently, 4 new trip records were appended, with all data stored in Transaction Hash 

format in separate files on Ganache, as shown in Figure 105.   
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Figure 105: 4 new trip records were added in Transaction Hash format (Ganache) 

 

The robots successfully delivered the parcels, and the customers confirmed the receipt, 

illustrated in Figure 106. 

 

Figure 106: Delivered parcels and the customers confirmation in Ganache 

 

After deliveries, the robots returned to the Truck to return to the Hubs. Upon successfully 

delivering all parcels, the robots returned to the hubs, and all transactional data and trip 

information were securely stored in the blockchain, as indicated in Figure 107. With the 

successful completion of the co-simulation, the process concluded. 

 

 

  

Figure 107: Trip information stored in the blockchain 

 

While the simulation showcased the effectiveness of the delivery process, the robustness of 

the blockchain integration highlighted its reliability in securely recording transactional data. 
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8 DEMONSTRATIONS SETUP IN QUADRILATERO 

FOLLOWER-LL 

8.1 General information 

Associação Quadrilátero distinguishes itself as a non-profit association spearheading a unique 

collaborative network formed by the cities of Barcelos, Braga, Famalicão, and Guimarães. 

Aspired to become the preeminent pole of territorial competitiveness in the northwest 

peninsular, it stands as a beacon of urban and business innovation. This partnership flourishes 

through an integrated approach, leveraging interactions between diverse industries, cutting-

edge scientific and technological frameworks, local governance, and direct engagement with 

end-users. Integrated into prestigious international networks, Quadrilátero is dedicated to 

accelerating the region's innovative ecosystem, enhancing the renown of the "Quadrilátero" 

brand. The association is pivotal in securing funding for pioneering projects that drive 

innovation, creativity, and research directly applicable to enhancing corporate and urban 

environments. 

 

Quadrilátero is currently championing three critical initiatives to promote more sustainable, 

active, and intelligent mobility solutions across the region. These include deploying an 

Integrated Ticketing System that has expanded from the original four municipalities to ten, 

encompassing all modes of collective public transportation. This system simplifies fare 

structures, fosters greater integration of existing services, and delivers measurable benefits 

to users and the transportation ecosystem. Additionally, the association is implementing state-

of-the-art Real-Time Information Systems. These systems enhance public transport efficiency 

with live information panels at significant terminals and stations and improve traffic 

management and urban parking through pilot projects using advanced real-time 

communication technologies. 

 

Minho Access Point (MAP) initiative (from the C-STREETS Program) further exemplifies 

Quadrilátero's commitment to interconnected and shared mobility services. By facilitating the 

sharing of comprehensive transport, transit, and travel data and advancing the principles of 

multimodality and interoperability, this program supports the development of a cooperative 

intelligent transport system platform (C-ITS). This platform provides crucial real-time data for 

city parking and electric vehicle charging stations. It integrates diverse data sources like 

environmental and traffic flow information to optimise urban mobility planning. 

 

The Quadrilátero Living Lab (LL) is conducting comprehensive simulations to assess the 

impacts of Connected and Automated Vehicles (CAVs) on urban and peri-urban traffic flow 

and congestion. These simulations will focus on various deployment scenarios, using rich 

datasets that cover several domains and agencies and include historical travel itineraries, road 
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infrastructure specifics, and public transport schedules to support multimodal integration. The 

primary indicators selected for this analysis will address traffic congestion and emissions, 

aiming to optimise urban space, enhance city liveability, and provide actionable insights for 

urban planning and traffic management by municipal authorities and transport operators. 

 

In the context of the project, Quadrilátero is considered a Follower Living Lab (LL) since its 

role focuses on testing and digitally validating CCAM services, performing simulations and 

emulation solutions. As a follower LL, it aims at observing and learning with the solutions 

developed and work performed by Lead Living Labs (TRIKALA, TAMPERE, TURIN, and 

VIGO) to follow best practices and lessons learned. Considering their experience, 

Quadrilátero and Ubiwhere will manage to reproduce CCAM solutions in digital and simulated 

scenarios, replicating scenarios from other LLs to better prepare for CCAM deployment in the 

medium to long-term. 

 

8.1.1 Location 

Guimarães, a historic city in Portugal and a vital member of Quadrilátero, is at the forefront of 

adopting innovative smart city solutions. Recognised by the European Union as one of the 

100 climate-neutral and smart cities by 2030, Guimarães exemplifies dedication to 

sustainability and technological advancement. The city is leveraging Ubiwhere's Urban 

Platform for comprehensive, data-driven urban management. This platform enhances real-

time decision-making capabilities and supports comparing and analysing historical data 

across various sectors. It plays a pivotal role in monitoring urban dynamics and is crucial for 

the simulations necessary for connected, cooperated and automated mobility (CCAM) 

projects. 

 

The Urban Platform in Guimarães manages diverse digital datasets, including traffic, parking, 

environmental conditions, incidents, mobility infrastructure and public transportation 

schedules. These datasets are vital for conducting simulations to forecast time-series 

information on traffic flow and parking occupancy, estimate greenhouse gas emissions, and 

develop realistic scenarios for vehicle positioning and urban mobility. This technology allows 

Guimarães to simulate and forecast urban and traffic conditions under various CCAM 

deployment scenarios, which is instrumental in planning and implementing effective urban 

transportation policies. 

 

Furthermore, the testing area within Guimarães, equipped with advanced technological 

infrastructure, includes more than 1,800 parking spaces integrated with intelligent 

technologies such as electromagnetic and barrier sensors and CCTV cameras enhanced with 

AI capabilities. This setup is essential for detailed traffic flow and parking management, 

providing robust data that supports the CCAM simulations. The chosen area is thus well-suited 

for extensive CCAM simulations, embodying a genuine urban laboratory. It is equipped to 









https://www.une.org/encuentra-tu-norma/busca-tu-norma/norma?c=N0059471
http://living-in.eu/
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Figure 113: On-street parking spaces and their real-time occupancy 

 

 

Figure 114: Traffic flow observations intensity of road traffic in Guimarães 
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This scenario aims to observe the resulting traffic patterns, specifically looking at congestion 

level changes, the average parking search time, and the impact on nearby commercial areas. 

Metrics such as parking occupancy rates, turnover rates, and revenue generated from parking 

fees are particularly scrutinised to assess the effectiveness of these strategies in improving 

traffic flow and reducing congestion. 

8.2.2.3 Adapting Public Transportation for CCAM 

This scenario involves simulating public transport systems integrated with CCAM 

technologies. Using the General Transit Feed Specification (GTFS) data, SUMO allows end-

users to simulate changes in public transport routes, frequencies, and vehicle types, including 

autonomous buses. The focus is on evaluating the efficiency of public transport operations, 

measuring changes in service intervals, passenger load factors, and adherence to schedules. 

The simulation can also assess the interaction between autonomous and conventional buses, 

analysing potential bottlenecks and safety issues. 

8.2.2.4 Creating Low-Emission Zones 

SUMO enables the simulation of the establishment of low-emission zones where access is 

restricted for certain types of vehicles based on emission standards. This scenario involves 

setting vehicle restrictions within the simulation environment and rerouting affected traffic 

around these zones. The simulation tracks emission levels before and after the 

implementation, analysing air quality improvements and changes in traffic density within and 

around the low-emission zones. 

8.2.2.5 Running Ad-Hoc Simulations with Files Previously Created 

This scenario allows for the quick deployment of simulations for unforeseen events or 

specific inquiries using pre-configured scenario files in SUMO. It allows urban planners to 

test the impact of sudden infrastructure changes, such as roadworks or temporary event-

related road closures. The flexibility of this scenario is crucial for emergency response 

planning, enabling the simulation of traffic management strategies and their effectiveness in 

real-time scenarios. 
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9 CONCLUSION 

In this deliverable, each of the six IN2CCAM Living Lab have proven a successful service 

integration, verification and readiness for the demonstration phase. This milestone is an 

important step in the project and a prerequisite for next steps: data collection, evaluation and 

awareness events. 

The deliverable content will serve (or has already served) as basis to organize awareness 

events in the four lead Living Labs. It explains how services are operated, how they can be 

shown to the public, and bring an overview of how data was collected, and how it can be 

analysed in WP5. 

The setup of demonstrations in Lead Living Labs happened without deviation to the plan, 

except in Vigo LL and Turin LL. In Vigo, the demonstration and data collection periods were 

shortened. To counter this, a new service was added, and the testing area has been improved 

in order to increase data collection rate. In Turin, the authorization to operate an automated 

vehicle on open road was granted late. For this reason, this deliverable only is provided with 

8 months delay, but without impact on other tasks, which continued to run smoothly. 

In follower Living Labs, the simulation scenarios were setup and validated. In Bari, the model 

was first using a standard route planner and was then integrated with a realistic strategy, a 

digital twin approach and a carpooling service. Finally, an urban a freight transport and 

logistics system was described where a real last mile delivery scenario was set and tested. In 

Quadrilátero, the ticketing system simulation scenario was setup and extrapolated with real 

and simulated data.  
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